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Abstract— This paper describes an end-to-end system capable  For simplicity, the laser scanning system described in this
of generating high-quality 3D point clouds from the popular  paper couples the LMS200 with a low cost continuously
LMS200 laser on a continuously moving platform. We describe nodding actuator rather than a servo. This does however

the hardware, data capture, calibration and data stream pre t further timi hall . h ddi i
cessing we have developed which yields remarkable detailthe ~ P'€SENt further uiming challénges, since the nodding rate

generated point clouds of urban scenes. Given the increagin €an be up to 180's. It is vital that we have an accurate
interest in outdoor 3D navigation and scene reconstructiorby  time stamp on the laser measurements so that the nodder

mobile platforms, our aim is to provide a level of hardware elevation angle may be determined with sufficient accuracy.
and algorithmic detail suitable for replication of our system by The usual method of determining data timestamps from the
interested parties who do not wish to invest in dedicated 3D . . . . . . . e
laser rangers. time of arrival in the serial buffer is entirely insufficient
for this task, since even a small timing error can produce
. INTRODUCTION gross vertical position errors. The error may be estimated a

~ . d_’y . .
Laser measurement devices have become popular for Us& rsin(r'q; ), wherer is the measured range in metess,

with mobile robotics platforms. They offer accurate rangéS :{ZGIHOd anl%le and is the tlmlnfg error.dTIgL; erEOdeSt 10
measurements of the vehicle’s environment and high dafa’ €ay could cause an error of arouncitlat Ltn range.
rates. Though computer vision techniques such as ster sha_ll describe a method of obtaining hlghly_ accurate
vision [1], [2] are increasing in popularity and performanc correlation between laser data and nodder elevation angles

the laser range finder offers a higher level of robustnesssand _Vx'th thli vehl_clte sltat(ljona]rcy,tthe system IS tat():le tolgg\ne_:ﬁte
less dependent on surface texture to produce accuratdsresd?'g quaity point clouds ot Its environment. -ouplied wi

The SICK LMS200 2D Laser Measurement System i@ stop-scan-starparadigm and a 3D scan-matching engine
popular in robotics due to its low cost and high accuraC)Y.Ve are able to produce 6DOF SLAM maps [10].

It is primarily used as a 2D sensor in mapping and sensin Mol;e attractlvr(]a_llstthe aﬁ'l'ty for tlhe rObOF o _Tove "?‘tm";‘trea‘
applications [3], but has also seen use in 3D data acquiigna € pace whilst Simultaneously scanning Its envireime

tion applications which sweep the scanning plane over the€ rapid nodding rate ”?akes it possible o produce dense
environment. Whilst custom optical solutions are possiblgurface measurements with the robot travelling at speeds of

[4], there are two more usual techniques for generating 3 ound 0.m/s. Over short periods, the odometry can be

measurements. First, the device may be fixed on the Vehi&gsumed to be good, and small well registered point clouds

with a vertical scanning plane and the vehicle’s motion eXgonstructed. With a skid steer vehicle, odometry errors are

ploited to move the scanning plane [5], [6]. Alternativeigt mtrodut_ced \;V?ﬁn the vethlgle t_urtnsl, r(zsultlng insignificant
device may be coupled with an appropriate actuator whictPuption ot the generated point clouds.
f In indoor environments with flat floors, we may employ

allows the scanning plane to be controlled independently N
the vehicle’s pose [7], [8], [9]. Use in this mode allows the%D SLAM schemes to correct the odometry and maintain

collection of high-fidelity 3D measurements usually reserv point cloud integrity. In outdoo.r_environments. the problt_am
for considerably more expensive devices, but the vehicle 18 muc_h harder to SOIV?' In addl_tlon to Wh_eel_sllp, the vahicl
subject to low amplitude rolling and pitching movements

required to be stationary during the sweep to ensure gob% d. Thi its in furth i f th
coverage. We describe a system capable of gathering aecurat UNEven ground. 1 Nis resulls in furiner corruption ot the

point clouds with the vehicle either stationary, or movirig agenerated point clouds - particularly when sampling sesac

a useful velocity, by virtue of its rapid sweeping. greater_than_lm away. It al_so renderg 2D SLAM schemgs
Though capable of 0.25esolution and 1Fm accuracy, ineffective, since the scanning plane is constantly chramgi

the LMS200 is designed primarily to be operated as a fixed We present an interesting algqrithm for inferring roll ghit .
sensor in industrial settings, so its use in mobile robatars and yaw movements by examining the struciure of the point

be problematic, particularly with regard to timing and datglouds generated by the sensor during vehicle motion. This

latency issues. This can have a significant impact on tﬂgethod is also used to correct yaw inaccuracies caused by

. ) Co heel-slip.
lity of the data obtained f the d f not handled’ . . : .
3\;?1 Icya:)e © data obtained from the device I not handied: begin by discussing the physical set up of the 3D range

finder in Section Il. In Section Ill we describe the software
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Fig. 1. The nodding 3D laser range finder mounted on a mobbetro . L . .
Fig. 2. The data flow for data acquisition. The signal conditig step

takes the 24V synchronization pulse from the LMS200 and eds\t into a
5V logic signal that can be used to trigger sampling on the datuisition

II. MECHANICAL AND ELECTRICAL ASPECTS module
A. Elevation Mechanism

The LMS200 is mounted in a nodding cradle with a quickare taken at dintervals, corresponding to a rate of 13575
return mechanism and powered by a motor running from Beasurements per second.
constant voltage source (ie not exactly constant velacity) Usually, the LMS200 begins taking measurements when
The nod elevation profile is near sinusoidal, with a periothe mirror is in the 0 position, stopping at the 18@osition.
of 1.2s. The elevation range is from 44p to 26 down, Optionally scans may be successively offset By 0.25,
giving good, rapid coverage of the environment ahead. Th®5° and 0.75, to allow higher resolution coverage of the
maximum angular velocity occurs in the middle of the nodield of view. This mode therefore requires 4 scans to obtain
sweep and is around 18(. The apparatus is shown in full coverage. The LMS200 is capable of a number of other
Fig. 1. The nodder incorporates an analogue encoder foreasurement modes, but the work described here uses the
determination of the elevation angle. 18(° scan/0.25angular resolution mode, with a maximum
The constant nodding scheme was chosen over a servoirggnge of 32n at Imm precision.
scheme for simplicity, though it does place further demands
on the data processing implementation, to ensure accurte Serial Data Packet Capture
timing. We shall discuss this in Section Il The LMS200 communicates over an RS422 serial inter-
1) Data Acquisition Hardware: The system described face. While the mirror is in the front half of its rotation,
here requires a computer with analogue data acquisitioneasurements are gathered in an internal buffer. Once the
capabilities for sampling the nod angle encoder and mirror reaches the back half of its rotation, the buffer
500kBaud RS422 interface for communication with theontents are transmitted over the serial interface. If threom
LMS200. The precise set-up is not critical, but in this workreaches the Qposition before the buffer contents have been
we use a 1 Ghz Kontron MOPS-Icd-VE based PC104 stadllly transmitted then the following scan is discarded. In
with 1GB RAM, with a Diamond-MM-AT data acquisition order for the device to transmit all scans, communications
module and a CSM PCMCIA RS422 serial card. The opmust be at the maximum rate of 500kBaud. This is a non-
erating system is a standard Linux installation; a reaktimstandard serial communications speed, requiring the use of

operating system is not required. either a USB-to-serial converter, or a special serial fater
i ) supplied by SICK.
B. Laser Configuration In order to accurately locate each range measurement

The SICK LMS200 operates by sending out infra-red laseelative to the robot, it is necessary to know the precise
pulses and measuring the time taken for the reflected ligbtevation angle of the LMS200 when each measurement
to return. The measured range is proportional to the tims@as taken. It is not sufficient to simply time-stamp the data
of flight of the pulse. Inside the LMS200, the laser beam iffom each scan when it arrives in the serial buffer of the
reflected by a rotating mirror, allowing measurements to belient computer. Not only is there an unknown (and possibly
taken over a 180horizontal fan in front of the device. For varying) delay between the LMS200 gathering data and
the remaining 180of the scan no useful measurements ar&ansmitting it, but there are also unknown latencies in the
taken because the mirror directs the beam inside the catinggmmputer servicing its serial buffer and generating a time
the LMS200. The mirror rotates at 75Hz and measuremerggamp. For an LMS200 at a fixed elevation angle, these



latencies do not introduce significant errors, but since the We begin by taking laser and nod angle measurements
nodder described here has a maximum angular velocity &r a periodT,,; (long enough to ensure a number of full
around 180/s, a timing error of 10 milliseconds could resultnodder oscillations) with the vehicle stationary in a stati
in a 1.8 error in nodder elevation. For a range measuremertvironment. We consider only the mid points of the 2D
at 1Qn this would correspond to a position error©0.31m.  laser scans; that is, a vertical slice directly in front o th
The LMS200 has a capability to be synchronized with @ensor. If they-axis is body-frame forward and theaxis is
second LMS200 in order that their mirrors are kept180t body-frame up we have a time series of points lying in the
of phase, to eliminate laser interference [11]. The ‘masteiY-Z plane.
LMS200 outputs a 24V synchronization pulse whose falling For a given trial offsetr, the measured points can be
edges coincide with the°(osition of the mirror. We use this considered to be samples drawn from a continuous closed
pulse to trigger sampling of the nodder encoder, so that tleairve, traversed once for each full oscillation of the nadde
precise elevation of the nodder is known at the beginning &hen r = 7 the curve will have zero enclosed area; the
each mirror sweep. parts of the curve corresponding to upward and downward
nod sweeps are coincident.

The curve may be parametrized in the Y-Z plane as
The software for data gathering, calibration and productio(y(¢), z(¢)) where0 < ¢t < T.,; and its enclosed area given
of point clouds is implemented in C++ and runs in real timéy

on the robot.

IIl. SOFTWARE
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A. Calibration

Before use of the data, two calibrations must be performed
- one for the mechanical system (a one time off-line step
and one for the data acquisition system (an on-line stei)
performed during start up). These proceed as follows.

1) Mechanical Calibration:The mechanical calibration is
an interactive off-line step, which needs to be performdg on ] Tear
once. It is necessary to accurately determine the minimurh = argmin /0 y(r(),y(t + 7)) = 2(r(t),y(t + 7))dt
and maximum elevation angles,;,, v« Of the nodder, so @)
that they may be associated with minimum and maximum
nodder encoder voltage readings. If the correspondence isin practice, the optimization to find is relatively straight-
inaccurate then vertical surfaces appear warped. For tHgyward. Using the synchronization pulse from the LMS200
calibration, it is necessary to place the nodding appaiatus to trigger the sampling of the nodder encoder ensures that
a location with a completely level floor, facing a flat sectiorthe correct nodder elevation angles are collected, so that
of wall, though the wall does not need to be perpendiculdhey may be directly paired with a laser scan without
to the floor. The calibration considers only the middle rang#terpolation. Given an upper bound én(experimentally,
value of each laser scan; effectively a vertical slice imfro latencies are always less than #@) we are left with only
of the sensor. The first step is for the user to identify a set & small discrete set of values ofwhich we must test.
points lying on a flat section of the wall, using a GUI. The It should be noted that data bytes from the LMS200
task is then to optimiz& = 7,4 — Ymin Such that the wall are occasionally dropped by the serial buffer if it is not
points are as collinear as possible. Applying a common bffseerviced regularly enoughWe cope with this by enabling
to both values simply rotates the measured points about tHee LMS200’s ‘real time indices’ option, which appends
nodding axis, so the absolute valuesgf;, and~,,.. are @ scan counter to each of the data packets. This allows
not yet of interest. A hierarchical search based optimirati detection of dropped packets and adjustment of the timing
is applied to find the optimal\. Finally, ,.:, is chosen oOffsets.
such that.a straight line lying through the floor points ISB' Constructing point clouds
made horizontal.

2) Temporal Calibration:In order to convert laser scans Given an accurate elevation angle for every set of measure-
to 3D Cartesian measurements, we must know the angle 'ents received from the LMS200 it is an easy task to project
the nodder when the scan was taken. We sample from tHee points into the vehicle frame. We do find it necessary
nodder encoder and laser at regular intervals (as detedmin® interpolate nod elevations across individual laser onirr
by the synchronization pulse), but there is an unknowRWeeps, to account for the fact that it takes almass for
constant offsett between the timestamps of each, due téhe LMS200 to sweep its beam through 180
different latencies in each system. This can be thought of asFig. 3 shows a typical calibrated point cloud taken from a
finding the alignment between a list of range values and gationary vehicle. With the laser system now fully caltech
list of nodder elevation angles. The temporal calibratien i | _ o .

. T . The 500KBaud RS422 interface we use is simply a standardcelevi
performed in the sensor initialization phase and is deggn(?etrofitted with a faster oscillator. The UART buffer theyed fills more
to find the value off. rapidly and must be serviced more often to prevent overflow.

Sincey(t) andz(t) are functions of range and nod angle
they may be rewritten ag(r(t),~(t)) and z(r(¢t),y(¢)).
ubstituting these into (1) and noting that we wish to
minimize the area, we find that




Fig. 4 shows a point cloud gathered over a 10 second
period, while the robot was moving. There is significant aois
in the data, particularly on surfaces seen from a distance.
Even relatively small odometry errors can introduce gross
misalignments over large ranges. Unmodelled pitching and
roling movements can cause similar data misalignments
about their axes.

We now describe an algorithm which takes as input a
point cloud with unknown odometry errors and produces a
cleaned up point cloud, where rotations in all three pritecip
axes have been corrected throughout the vehicle’s trajecto
This algorithm is implemented in Matlab and is an off-
line step. Our prior is that most man-made environments
contain many vertical surfaces. Exploiting the knowledug t
almost vertical features in the point cloud almost certainl
are vertical allows us to infer useful information about roll
and pitch, where the data would normally be too sparse to
perform operations such as point cloud matching [12], [13].

Fig. 3. A typical point cloud generated from a stationary igkeh
The longer the scanning period, the more dense the data lescamy

progressively filling in the gaps. A. Plane extraction

We start by splitting the point cloudY, gathered over
a period T (usually around 1€, into a set of smaller,
temporally contiguous point clouds:

X ={X1,X5,..., Xy} (3)

25

D0+ . . .
where X; is a set of 3D points collected over a suitable

period,Ts. In our implementation, we choogg; to be half
the nodding period - the time taken for the nodder to transit
between its elevation extents.

From each cloudX; we first extract lines from 2D scans
using a RANSAC based technique [14], then cluster the lines
over successive 2D scans to find a set of planes.

Hi:{ﬁ—i,hﬁi,%---aﬁi,p} (4)

i is the set of normals of the near-to-vertical planes extichct
from X;. For eachX; we seek a rotation matri(¢,v)
where ¢ and are rotations about the andy axes such

T

101

that
Fig. 4. A plan view of an uncorrected 3D point cloud gatherddlevthe
robot was moving. The robot’s track is shown in blue. Notizat odometry 1.z=0 vV mell (5)
errors (wheel slip) cause gross alignment errors in thetpdoud. Units
are meters. We wish to make all the near-vertical planes as vertical as

possible by applying a single rotation to all of them. We do

. ] ) ) this by using the fminsearch function to minimize the cost
we can proceed to high level processing, in particular tq,nction

account for and correct small errors in reported vehicle » 9
Aj [R(p, )7 5-2]

. o ) i -
motion as mdmdugl 2D scans are accumulateq into 3D point F(IL) = &4 p +w(p,d)  (6)
clouds. We shall discuss this in the next section. =14

IV. DATA GATHERING ON A MOVING VEHICLE whereAj is the area of the plane whose normaﬁ'ys such

that

The rapid rate of nodding allows the environment in

front of the vehicle to be scanned (albeit in relatively low b3, i = argmin [F(IT;)] )
R0

detail) once every 06 Measurements over larger ranges are

noisier than those at short range. Nyquist's sampling #/eor  The regularizenv(¢, ) penalizes deviations away from
limits the maximum forward velocity of the robot to obtainzero in¢ andvy when the ensemble of planeslihy inhibit
sufficiently dense and low-noise samples of the environmenbbust estimation of or ¢). Consider a case where all planes
We find experimentally that a speed of s gives a good have similar normals, such that one@br ¢ is in the kernel
trade-off between data quality and coverage. of F'; it has little or no effect on the cost. Thus we wish to
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Fig. 6. Yaw rate, pitch and roll adjustments throughout threetperiod of
Fig. 5. A plan view of grouped planes after vertical cormactiThe shading - The corrections are smoothed with polynomial fits of degtee
shows how they move over time, representing accumulatexnt grryaw.

prevent the optimization scheme from making unbounde %[
modifications to that variable. This motivates setting

w(g,P) = (1 - a)d® + ay? (8)
i1 A 17y

i1 Aj g x|

-

@ sl

2
a = — arctan
T
The larger the plane, the greater the importance of its or 1g|
entation. The area is hard to compute, so our implementatic
uses an approximation based on the quantity and avera :
density of points supporting a plane.

B. Yaw slip estimation ol

After correcting for roll and pitch, we now introduce ,
temporal groupings on planes, by searching for vertice -20
planes which are similar through a sequence of contiguous _ _ o
pOINt clouds. (., X1 Xy and assuming them to cor- 18 T The coriected versonof he pot coud seen » Pt loue
respond to a single real-world planar surface. Plane siityila
is determined by thresholding on angle between normals and
distances to the origin for planes in consecutive clouds. renders points in a gravity down frame) is simply a matter of

With zero slip about the yaw axis, these planes should hge-multiplication by a rotation matrixR(p(t;), 1 (t;)), the
exactly coincident. In the presence of slip, the planes igae ., (angular slip) correction requires more effort. Fox t <
rotational drift as shown in Fig. 5. Given a pair of normalsy we are in possession of the set of odometry measurements
T, T representing the same plane at consecutive times, thad thus interpolation allows us to express the odometric

instantaneous slip rate may be derived as vehicle trajectory as a continuous function of ting(t).
AFCCOS (ﬂ_;r m)) The cqrrected tr.ajector\jcv (t)is dgduced by integrating the
W= (10) yaw slip correction along the trajectory:
S
t 0
. dxy
C. Reconstructing Point Clouds Xy (1) :/ df) @ 0 |dr (12)
0
At this point we have a discrete set of values¢ofy and w(7)

w for discrete points in time. By polynomial fitting we canwhere & is the transformation composition operator. Now
obtain functionsp(t), ¥(t) andw(t) which are valid over the that we have a corrected vehicle orientation over the durati
duration of the capture peridtl (Fig. 6). . Every individual of the point cloud capture period, for each paiptwe can
3D pointz; in X has a time stamp;, and so in principal we perform a final rotation around the yaw axis of the vehicle
can now retrospectively apply a correcting transformatioat timet; to yield the final corrected point cloud’
T(o(t),v(t),w(t),z(t)). While the ¢,2» correction (which Figs. 7 and 9 show two views of the final corrected point



Fig. 8. A collection of corrected point clouds fused togetimea SLAM framework.

(1]
(2]
(3]
(4]
Fig. 9. Another view of the corrected point cloud shown in.Fig (5]
) _ (6]
cloud. Fig. 8 shows a collection of corrected clouds rendlere
together as part of a SLAM map. [7]
V. CONCLUSIONS
(8]

We have described the key issues in building a low-cost
3D laser range finder system for mobile vehicles. A carefullg]
treatment of timing allows an LMS200 to be moved in
a dynamic fashion with very high rotation rates, yet thel0l
recovery of remarkably accurate point clouds is still plolssi

When compared to schemes involving a fixed 2D scanngiri]
which is ‘raked’ along the environment, this capability ape
up the possibility of making path planning decisions 6[{12]
long way in advance of the vehicle’s arrival at a particulaf13]
location, rather than just using the data for mapping.

With such rapid coverage of the environment ahead (%4]
the vehicle it becomes possible to gather high-fidelity data
whilst travelling at speeds of around Oup/s. Because the
environment is repeatedly scanned over short time periods,
the evolution in location of tracked planar features can be

used to enrich 2D odometry with roll and pitch information,
as well as correct wheel slip errors.
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